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But why?

Hey Siri, is it safe to go to 
the movies without a 
mask now?

Yes. / No. / Maybe?

2



WE NEED 
EXPLAINABILITY
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INTRODUCTION
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INTRODUCTION

Background

▸ End-to-end Neural Networks (NNs) have achieved enormous success on a 
wide range of NLP tasks (e.g., GLUE/SuperGLUE benchmarks by Wang et 
al. 2018, 2019). 


▸ But they largely remain a black-box to humans — lacking explainability.
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INTRODUCTION - EXPLAINABILITY IN NLP

What Is Explainability?

"The extent to which the internal mechanics of a model can 
be presented in understandable terms to a human.”

(Lipton 2017; Murdoch et al. 2019; Barredo Arrieta et al. 2020)

7



INTRODUCTION - EXPLAINABILITY IN NLP

What Is Explainability?

"The extent to which the internal mechanics of a model can 
be presented in understandable terms to a human."

(Lipton 2017; Murdoch et al. 2019; Barredo Arrieta et al. 2020)

‣ What knowledge does the 
model encode?


‣ Why does the model make 
certain predictions?

‣ Model developers


‣ Fellow researchers


‣ Industry practitioners


‣ End-users


‣ …

the target audience
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INTRODUCTION - EXPLAINABILITY IN NLP

What Is Explainability?

The extent to which why a model makes certain predictions can 
be presented in understandable terms to some target audience.

(Lipton 2017; Murdoch et al. 2019; Barredo Arrieta et al. 2020)
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INTRODUCTION - EXPLAINABILITY IN NLP

Why Is Explainability Important?

▸ Explainability allows us to …


▸ Discover dataset artifacts


▸ Diagnose a model’s strengths and weaknesses, and debug it


▸ Enhance user trust in high-stake applications
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INTRODUCTION - EXPLAINABILITY IN NLP

Properties of Explanations

▸ Time


▸ post-hoc: Explanation is produced after the prediction.


▸ built-in: Explanation produced at the same time with the prediction, 
i.e., the model is self-explanatory.  
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INTRODUCTION - EXPLAINABILITY IN NLP

Properties of Explanations

▸ Time


▸ Model accessibility


▸ black-box: Explanation method can only see the model’s input and 
output.


▸ white-box: Explanation method can additionally access the model 
weights.  

12



INTRODUCTION - EXPLAINABILITY IN NLP

Properties of Explanations

▸ Time


▸ Model accessibility


▸ Scope


▸ local: Explains why a model makes a single prediction.


▸ global: Explains the general reasoning mechanisms for the entire data 
distribution.
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INTRODUCTION - EXPLAINABILITY IN NLP

Properties of Explanations

▸ Time


▸ Model accessibility


▸ Scope


▸ Unit of explanation: what the explanation is in terms of

▸ input features


▸ examples


▸ concepts1


▸ feature interactions


▸ combination 


▸ …

1 Prior work has different definitions of concepts, including but not limited to 
phrases (Rajagopal et al. 2021) and high-level features (Jacovi et al. 2021).
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INTRODUCTION - EXPLAINABILITY IN NLP

Properties of Explanations

▸ Time


▸ Model accessibility


▸ Scope


▸ Unit of explanation


▸ Form of explanation

▸ visualization


▸ importance scores


▸ natural language


▸ causal graphs


▸ …

Visualization (Clark et al. 2019)

importance scores (AllenNLP Interpret)
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INTRODUCTION - EXPLAINABILITY IN NLP

Properties of Explanations

▸ Time


▸ Model accessibility


▸ Scope


▸ Unit of explanation


▸ Form of explanation

▸ visualization


▸ importance scores


▸ natural language


▸ causal graphs


▸ …

natural language (wT5, Narang et al. 2020)

causal graphs (EntailmentWriter, Dalvi et al. 2021)
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INTRODUCTION - EXPLAINABILITY IN NLP

Properties of Explanations

▸ Time


▸ Model accessibility


▸ Scope


▸ Unit of explanation


▸ Form of explanation


▸ Target audience

‣ Model developers


‣ Fellow researchers


‣ Industry practitioners


‣ End-users


‣ …
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INTRODUCTION - EXPLAINABILITY IN NLP

Properties of Explanations

Table 1:  Comparison of different model explanation methods in terms of their properties.

▸ A quick preview of what we’ll cover:

Don’t worry;  
we’ll elaborate 

later!
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INTRODUCTION - EXPLAINABILITY IN NLP

Principles of Explanations

▸ Faithfulness


▸ Plausibility


▸ Input Sensitivity


▸ Model Sensitivity


▸ Completeness


▸ Minimality


▸ …

19

See §1.1.4



What Is Faithfulness?

An explanation should accurately reflect the reasoning 
process behind the model’s prediction.

(Harrington et al. 1985 ; Ribeiro, Singh, and Guestrin 2016 ; Jacovi and Goldberg 2020)

i.e., it can’t lie

20INTRODUCTION - FAITHFULNESS AS A PRINCIPLE

(aka. fidelity, reliability)



What Is Plausibility?

An explanation should be understandable and convincing 
to the target audience.

 (Herman 2019 ; Jacovi and Goldberg 2020)

21

(aka. persuasiveness, understandability)

INTRODUCTION - FAITHFULNESS AS A PRINCIPLE



INTRODUCTION - FAITHFULNESS AS A PRINCIPLE

Faithfulness vs. Plausibility

▸ Commonality: No established formal definition for either principle yet.


▸ Tension:  
 
 
 
 
 

▸ Plausibility doesn’t imply Faithfulness; and vice versa.  
(They are not necessarily incompatible, though.)

more faithfulmore plausible

 a copy of human-
provided rationale

 a copy of raw 
model weights
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INTRODUCTION - FAITHFULNESS AS A PRINCIPLE

Why Is Faithfulness Important?

▸ Faithfulness establishes causality

▸ “what is encoded” ≠ “what is used ” 

 
 

▸ LMs encode linguistic features even when they are irrelevant to the end task 
labels (Ravichander et al., 2021)

correlational causal
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INTRODUCTION - FAITHFULNESS AS A PRINCIPLE

Why Is Faithfulness Important?

▸ Faithfulness establishes causality


▸ An unfaithful explanation can be dangerous

▸ Especially if it is plausible (i.e., appealing to humans)!


▸ Humans would still trust the model, even if it does not work in the way we want


▸ e.g. Attention-based explanations can be deceiving to users, by hiding the 
model’s gender bias (Pruthi et al., 2020)
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INTRODUCTION - FAITHFULNESS AS A PRINCIPLE

How Do We Measure Faithfulness?

25

▸ (a) Axiomatic evaluation


▸ (b) Predictive power evaluation


▸ (c) Robustness evaluation


▸ (d) Perturbation-based evaluation 


▸ (e) White-box evaluation


▸ (f) Human perception evaluation

No established consensus yet!

✅

✅

✅

✅

✅: recommened (with caveat — see §1.2.4 for more details)



INTRODUCTION - FAITHFULNESS AS A PRINCIPLE

How Do We Measure Faithfulness?
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▸ Perturbation-based evaluation

▸ Given a feature importance ranking, generated by an explanation method 

 
 
 
 

▸ Remove a fixed proportion of features from the input, based on the ranking


▸ most important features are first removed → we expect a larger change in 
model prediction


▸ least important features are first removed → we expect a smaller change in 
model prediction


▸ random features are first removed → we expect the change to be 
somehwere in the middle

Sentiment Analysis: 
Prediction: Positive

0.192           ……             0.132             … 0.307                  …



PRIOR ATTEMPTS AT 
FAITHFUL EXPLANATION
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Five Categories

▸ Similarity methods


▸ Analysis of model-internal structures


▸ Backpropagation-based methods


▸ Counterfactual intervention


▸ Self-explanatory models

28

We’ll only elaborate on a few representative works in each category 
See §2 for a total of 90+



“The movie is great. I love it.”

Sentiment Analysis: 

Prediction: Positive

Running Example

PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

What features (e.g., tokens) are most important for the model’s prediction?

Our goal:
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Five Categories

▸ Similarity methods


▸ Analysis of model-internal structures


▸ Backpropagation-based methods


▸ Counterfactual intervention


▸ Self-explanatory models
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Similarity methods

▸ For a given test example, find its most similar training examples in the 
model’s learned representation space to justify the current prediction 
 

▸ Akin to how humans justify their actions by analogy

NOT the input feature space!
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Similarity methods
▸ Running example


“The movie is great. I love it.”

Sentiment Analysis: 

Prediction: Positive

“The movie is awesome. I love it.”

“The movie is awesome. I like it.”

The TV show is great!

Retrieve by 
similarity in 
learned space

0.99

0.95

0.94

SimilarityTraining example

…

Figure 1: Visualization of a similarity method on the running example.
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Similarity methods
▸ Past work2: 


▸ Caruana et al. (1999): theoretically formalize the earliest similarity 
method, searching for test example’s k-Nearest Neighbors (kNN) in 
the training set


▸ Wallace et al. (2018): replace the original model’s final softmax 
classifier with a kNN classifier at test time 


▸ Rajagopal et al. (2021): find most similar concepts (phrases in this 
case) instead of whole examples in the training set


2 See detailed distinctions in §2.2.2.
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Similarity methods

▸ Advantages


▸ (a) Intuitive to understand


▸ (b) Easy to implement, as no re-training or data manipulation is needed


▸ (c) Highly model-agnostic and metric-agnostic
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Similarity methods

▸ Disadvantages


▸ (a) only provide the outcome of the model’s reasoning process (i.e., 
which examples are similar in the learned space), but not how the model 
reasons (i.e., how the space is learned).


▸ (b) Evaluated mostly with Plausibility, but rarely with Faithfulness


▸ No guarantee that the model reasons in a similar way for similar 
examples!
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Five Categories

▸ Similarity methods


▸ Analysis of model-internal structures


▸ Backpropagation-based methods


▸ Counterfactual intervention


▸ Self-explanatory models
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Analysis of model-internal structures

▸ What structures? 

▸ neurons

▸ layers

▸ specific mechanisms e.g., convolution, attention, etc.


▸ How to analyze?

▸ visualization: activation heatmaps, information flow, …

▸ clustering: neurons with similar functions, inputs with similar activation patterns, …

▸ correlation analysis: between neurons and linguistic properties

▸ …
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

“The movie is great. I love it.”

Sentiment Analysis: 

Prediction: Positive

Analysis of model-internal structures
▸ Running example

Figure 2: Attention weight visualization on the running example (generated with BertViz).
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https://github.com/jessevig/bertviz


PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Analysis of model-internal structures
▸ Past work


▸ Pre-attention era


▸ Post-attention era


39



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Analysis of model-internal structures
▸ Pre-attention era


▸ Neurons with “specific purposes”: (Karpathy et al. 2015), (Strobelt et al. 2018)


▸ Inputs with similar activation patterns: (Li et al. 2016), (Poerner et al. 2018), 
(Hiebert et al. 2018)
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Figure 3: A neuron that “turns on” inside quotes (Karpathy et al. 2015). Blue/red indicates positive/negative activations 
respectively, and a darker shade indicates larger magnitude.

Figure 4:  t-SNE visualization on latent representations for intensifications and negations (Li et al. 2016).


adv. + adj.

 “not” + adj.



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Analysis of model-internal structures
▸ Post-attention era


▸ The Attention mechanism (Bahdanau et al. 2015)

▸ A sequence-to-sequence function 

Input:  
Output:

the core of Transformers (Vaswani et al. 2017) 

x = < x1, x2, . . . , xn >
y = < y1, y2, . . . , yn >

yj =
n

∑
i=1

aijxi___
_

attention 
weights3

3 Computed with a compatibility function.
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Analysis of model-internal structures
▸ Post-attention era


▸ Attention weight aij: how much the output “attends to” each input feature representation xi


▸ This is often intuitively seen as an explanation of feature importance for model prediction 
(Xu et al., 2015; Choi et al.,2016; Lei et al., 2017; Martins and Astudillo 2016; Xie et al. 2017; Mullenbach et al. 2018; …)

“These are the most 
important tokens!”

But is it really so?🤔  
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Analysis of model-internal structures
▸ Post-attention era


▸ Debate on Faithfulness


▸ "Attention is not explanation" (Jain and Wallace 2019)


▸ One can construct “adversarial attention distribution”: maximally different from the original 
distribution, but minimally influence the prediction

Figure 6: A sentiment analysis model’s original and adversarial attention distribution over words in a 
negative movie review.
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Analysis of model-internal structures
▸ Post-attention era


▸ Debate on Faithfulness


▸ “Attention is not not explanation” (Wiegreffe and Pinter 2019)


▸ Adversarial distributions are not adversarial weights: it’s hard for the model to converge to 
these adversarial distributions through natural training


▸ many, many followups …


▸ Well, it’s not that hard (Pruthi et al. 2020)


▸ It’s possible to remedy attention towards a more faithful explanation (Tutek and Snajder, 2020; 
Hao et al. 2021)


▸ See §2.3.2 for more details
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Analysis of model-internal structures

▸ Advantages


▸ (a) Intuitive to understand


▸ (b) Easily accessible and computationally efficient


▸ (c) Many interactive tools available, helping the user form hypotheses


▸ (d) Attention can capture the interaction between features, while many 
other methods only capture flat importance scores of individual features
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Analysis of model-internal structures

▸ Disadvantages


▸ (a) Questionable Faithfulness


▸ (b) Attention weights on are hidden states (≠input features), which 
already incorporates contextual information


▸ (c) Only captures what happens at a single time step, w/o taking the 
whole computation path into account
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Five Categories

▸ Similarity methods


▸ Analysis of model-internal structures


▸ Backpropagation-based methods


▸ Counterfactual intervention


▸ Self-explanatory models

47



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods

▸ Two subcategories:  
Gradient methods & Propagation methods

▸ Commonality: Both identify the contribution of input 

features via a backward pass, propagating the importance 
(or relevance) from the output to the input layer


▸ Difference: The former follow standard backpropagation 
(BP) rules, while the latter define custom backpropagation 
rules depending on each layer type Figure from 3Blue1Brown
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https://www.youtube.com/watch?v=Ilg3gGewQ5U


PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods

x2

y

 Model

x1 x3 xn-2… xn-1 xn

The movie great love it .

…

∂y
∂xi

0.01         0.05        …       0.20      …     0.15         0.02         -0.01

▸ Running example

Figure 7: Visualization of a backpropagation-based method (Simple Gradients) 
on the running example.
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods
▸ Most ideas of this family originated in Computer Vision (CV).


▸ Notations:

▸    : input example


▸    : input features


▸    : the model


▸                 : the model’s prediction


▸        : the relevance of each feature     to   


▸    (optional): baseline input to compare against      (e.g., all-black image, all-zero 
sentence)

x
xi

M
y = M(x)
ri(x)

x̄

xi y
x

50

Please keep these in mind as 
we’re going to use them 

later!



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods
▸ Gradient methods


▸ Follow standard BP rules ⇒ treat the gradient (or some variant of it) of 

the model output w.r.t each input feature as its relevance


▸ Intuition: gradient represents how much difference a tiny change in the 
input will make to the output


▸ Specific gradient methods differ in how they calculate        , the 
relevance of each feature    

ri(x)

51

xi



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods
▸ Simple Gradients / Vanilla Gradients


▸ The relevance is just the gradient itself:

52

ri(x) =

Figure from EMNLP 2020 interpretability tutorial

(Baehrens et al. 2010; Simonyan, Vedaldi, and Zisserman 2014)

https://github.com/Eric-Wallace/interpretability-tutorial-emnlp2020/


PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods
▸ Simple Gradients / Vanilla Gradients


▸ Problems:

53

Gradient very small

▸ Only measures the sensitivity 
of the output w.r.t changes in 
the feature, but not the 
contribution of the feature to 
the output


▸  e.g., saturation

Figure from EMNLP 2020 interpretability tutorial

▸ Too “local”: the gradient can 
change drastically with 
subtle changes in the input

https://github.com/Eric-Wallace/interpretability-tutorial-emnlp2020/


PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods
▸ Gradient×Input


▸ The relevance is the inner product of gradient & input: 
 

▸ This is to measure the contribution of the feature to the output, instead 
of the sensitivity of the output to changes in the feature

54

ri(x) =

(Denil et al. 2015)



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods
▸ Gradient×Input


▸ Problems


▸ Fails the Input Sensitivity test (Sundararajan et al. 2017) (cf. § 1.1.4): 
If two inputs differ only at one feature and lead to different model 
predictions, then the explanation should assign non-zero importance to 
the feature. 

▸ e.g.4 Suppose the model is 

 
Then we have 
 
 
However,

55

4 Example from (Sundararajan et al. 2017)

M(x) = 1 - max (0, 1-x).

M(0) = 0, 
M(2) = 1.

Gradient×Input(0) = 0, 
Gradient×Input(2) = 0



3

2

PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods
▸ Integrated Gradients

▸ Average gradients along path from 

baseline to input:

56

ri(x) =

1. Interpolate points between baseline     and input 

2. Compute gradient for each interpolated point

3. Compute integral (approximated by summation)

4. Rescale

1

4

Figure from EMNLP 2020 interpretability tutorial

(Sundararajan et al. 2017)

https://github.com/Eric-Wallace/interpretability-tutorial-emnlp2020/


PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods
▸ Integrated Gradients


▸ Problems

▸ still visually noisy …


▸ maybe due to the ”too local” problem?  
(Smilkov et al. 2017)
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Figure from EMNLP 2020 interpretability tutorial

Integrated 

https://github.com/Eric-Wallace/interpretability-tutorial-emnlp2020/


PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods
▸ SmoothGrad

▸ Add Gaussian noise to the input and 

average the gradients:
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(Smilkov et al. 2017)

Integrated 

ri(x) =



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods

Table 2: Summary of Gradient methods in terms of how they compute           .ri(x)

▸ Gradient methods
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods
▸ Gradient methods: in NLP

60

Figure 9: A visualization of different gradient methods on a sentiment classification example predicted as Positive by a 
GLoVe-LSTM model (generated with AllenNLP Interpret5 ). Darker shades indicate higher relevance for the prediction.

Prediction: Positive (prob = 0.52 🤔 )

“This is said to be the best movie of the year, but I was almost asleep.”

Simple Gradients

Integrated Gradients

SmoothGrad

0.271 0.1460.093

0.100 0.175 0.108

0.133 0.094 0.205

5 Gradient×Input isn’t available in the toolkit.

https://demo.allennlp.org/sentiment-analysis/glove-sentiment-analysis
https://allenai.github.io/allennlp-website/interpret


PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods

▸ Advantages


▸ (a) Relatively easy to compute


▸ (b) In terms of Faithfulness, gradients (and variants) are intrinsically tied 
to the influence of input features on the prediction 
Empirically, certain above-mentioned methods are shown to be more 
faithful than existing baselines via perturbation-based evaluation


▸ (c) Takes the entire computation path into account, as opposed to a 
snapshot
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PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Backpropagation-based methods

▸ Disadvantages


▸ (a) Mostly target low-level features, e.g., pixels / input tokens


▸ (b) Not obvious how to apply to non-classification tasks


▸ (c) The explanation can be unstable, i.e., minimally different inputs can 
lead to drastically different relevance maps (Ghorbani et al. 2019; Feng 
et al. 2018) 


▸ (d) In terms of Faithfulness, many methods still do not report empirical 
evaluation results. Actually, there is negative evidence: 


▸ Certain methods are shown to be only doing input recovery, ignorant 
of the model’s behavior (Nie, Zhang, and Patel 2018)


▸ See more in §2.4.4

62



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Five Categories

▸ Similarity methods


▸ Analysis of model-internal structures


▸ Backpropagation-based methods


▸ Counterfactual intervention


▸ Self-explanatory models

63



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Counterfactual intervention

64

▸ Counterfactual reasoning (from social science)

(Roese and Olson 1995; Winship and Morgan 1999; Lipton 2017)


Given two occurring events A and B, A is said to cause B if, under some 
hypothetical counterfactual case that A did not occur, B would not have occurred.

in machine learning: example/ 
feature/ 
neuron 
…

model output



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

▸ Running example

Figure X: Visualization of simple counterfactual intervention methods on the running example.

65

Counterfactual intervention

How does 
P(positive) 
change?

“The movie is great. I love 
it.”

Sentiment Analysis: 

Prediction: Positive

Goal:  
How important is 
the token “great”?

“The movie is [MASK]. I love it.”

“The movie is ok. I love it.”
“The movie is 
great. I love it.”

“The movie is bad. I love it.”

“leave-one-out” 
(Li, Monroe, and Jurafsky 2017)

“counterfactual examples/contrast sets” 
(Kaushik et al. 2020; Wu et al. 2021)



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Counterfactual intervention

66

▸ Past work
what’s being 

intervened in?
input model representation

intervention 
target

intervention 
operation

feature example individual
 neuron

feature 
representation

erasure perturbation

▸ Each path is a different type of counterfactual intervention.


▸ We’ll elaborate on one path here: feature-representation-targetd erasure 
(See more in §2.5.2)



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Counterfactual intervention

67

▸ Feature-representation-targetd erasure


▸ Goal: Is some feature used by the model in some task?  
 
 
 
 
 
 
 
 

▸ Intuition: If we erase the POS feature from the model representation, 
how would the word prediction performance change?

e.g. part-of-speech 
(POS) e.g. word prediction

“[MASK]” should be a VERB
used?



Feature
(word prediction)

PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Counterfactual intervention

68

▸ Amnesic Probing  
(Elazar et al. 2021)

Figure 10: Visualization of Amnesic Probing (figure from Elazar et al. 2021).


🤔? 



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Counterfactual intervention

69

: Iterative Nullspace Projection (INLP) 
(Ravfogel et al., 2020)

: VERB : NOUNSuppose

x:   an input word representation 
W: a linear classifier

Goal: remove the      /      feature from the model 
representation x


Method:


1. Train a linear classifier W to predict the 
target feature.


2. Project x onto V, the nullspace of W.  
 
 
 

3. Repeat 1-2 until there’s no such W with 
above random performance. 

→ We’ve removed the target feature linearly

W has no effect on the projected space now! 
i.e. We’ve removed the target feature linearly 

encoded by W.



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Counterfactual intervention

70

▸ Amnesic Probing (Elazar et al. 2021):


▸ Findings: 


▸ POS, dependency tree, and named entity are used in word 
prediction!


▸ But constituent boundary seems not.


▸ Faithfulness:


▸ Faithful by construction?


▸ Sanity check:


▸ Have we removed only the target feature? ✅ most of the time



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

▸ Advantages


▸ (a) Rooted in the causality literature, and is designed to capture causal 
instead of mere correlational effects between inputs and outputs


▸ (b) Compared to other methods, counterfactual intervention methods 
are more often explicitly evaluated in terms of Faithfulness


▸ (c) Several methods capture the contribution of high-level features 
beyond input tokens

71

Counterfactual intervention



▸ Disadvantages


▸ (a) Erasure-based intervention can result in nonsensical inputs 


▸ (b) Intervening in a single feature relies on the assumption that 
features are independent


▸ e.g. “This movie is mediocre, maybe even bad”


▸ (c) Interventions are often overly specific to the particular example 


▸ (d) Counterfactual intervention may suffer from hindsight bias 

PRIOR ATTEMPTS AT FAITHFUL EXPLANATION 72

Counterfactual intervention

See more 
in §2.5.4



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Five Categories

▸ Similarity methods


▸ Analysis of model-internal structures


▸ Backpropagation-based methods


▸ Counterfactual intervention


▸ Self-explanatory models
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Self-explanatory models

▸ Explaining existing models might be unfaithful … 
What if we just train a model that can explain itself?


▸ Self-explanatory models output the end task prediciton along with the 
explanation


▸ We can supervise the end task and the explanation
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▸ Running example

Figure 11: A schematic visualization of self-explanatory models the running example.
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Self-explanatory models

“The movie is great. I love 
it.”

Sentiment Analysis: 

Prediction:  
Positive

 Model

Explanation: 
“The words great and love 
indicate that the person feels 
positive about the movie.”


trainable



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

▸ Past work


▸ Explainable architecture


▸ Neural Module Networks


▸ Neural-Symbolic Models


▸ Models with constraints


▸ Generating explanations


▸ predict-then-explain


▸ explain-then-predict


▸ jointly-predict-and-explain
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Self-explanatory models

(Gupta et al. 2019)



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

▸ Past work


▸ Explainable architecture


▸ Neural Module Networks


▸ Neural-Symbolic Models


▸ Models with constraints


▸ Generating explanations


▸ predict-then-explain


▸ explain-then-predict


▸ jointly-predict-and-explain
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Self-explanatory models

(Bogin et al. 2021)



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

▸ Past work


▸ Explainable architecture


▸ Neural Module Networks


▸ Neural-Symbolic Models


▸ Models with constraints


▸ Generating explanations


▸ predict-then-explain


▸ explain-then-predict


▸ jointly-predict-and-explain
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Self-explanatory models

(Deutsch et al. 2019)



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

▸ Past work


▸ Explainable architecture


▸ Neural Module Networks


▸ Neural-Symbolic Models


▸ Models with constraints


▸ Generating explanations


▸ predict-then-explain


▸ explain-then-predict


▸ jointly-predict-and-explain
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Self-explanatory models

See more in §2.6.2!



▸ predict-then-explain: 
 
 
 
 

▸ explain-then-predict:
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Self-explanatory models

(figures adapted from Kumar and Talukdar 2020) 




▸ predict-then-explain:


▸ (Camburu et al. 2018) 


▸ Task: Natural Language Inference (NLI)


▸ Data: e-SNLI 
Stanford Natural Language Inference 
dataset (SNLI) with human-provided 
explanations


▸ Example: 
 
 
 
 
 

▸ Train the predictor + the explainer
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Self-explanatory models

(figure from Oana-Maria Camburu’s talk)

Premise: A man in an orange vest leans on a 
pickup truck.  
Hypothesis: A man is touching a truck. 
Label: Entailment 
Explanation: Man leans on a pickup truck 
implies that he is touching it.

(Entailment)

(Man leans over a pickup truck implies …)

https://www.youtube.com/watch?v=-bopzFou7jQ


▸ predict-then-explain:


▸ Problems: 


▸ Is the Explainer faithful 🤔?


▸ The Predictor doesn’t depend on the Explainer.  
The Explainer suffers from the same Faithfulness challenge as previous post-
hoc methods …
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Self-explanatory models



▸ explain-then-predict:


▸ Predictor can only access the 
explanation, but not the input


▸ why?


▸ Still (Camburu et al. 2018): 
compared to predict-then-
explain, slightly worse label 
accuracy, but better explanation 
plausibility
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Self-explanatory models
❗

(figure from Oana-Maria Camburu’s talk)

(Entailment)

(Man leans over a pickup truck implies …)

https://www.youtube.com/watch?v=-bopzFou7jQ


▸ explain-then-predict:


▸ faithful by construction?


▸ But the explanation may contain spurious cues to the label …  
e.g.
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Self-explanatory models
❗

“X is a type of Y” 
“X implies Y” 
“X is the same as Y” …

“not all X are Y” 
“not every X is Y” …

“X is not the same as Y” 
… 

Entailment

Neutral

Contradiction



▸ explain-then-predict:


▸ Fix: let the Explainer generate an explanation for every label?


▸ (Kumar and Talukdar 2020): Natural language Inference over Label-specific Explanations (NILE)6 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Self-explanatory models
❗

figure from (Kumar and Talukdar 2020)

6 NILE also has a joint-predict-and-explain variant; see §2.6.2 for more details



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

▸ Advantages


▸ (a) No need for post-hoc explanations


▸ (b) Flexible form of explanation: model architecture, input features, 
natural language, causal graphs … 


▸ (c) Possible to supervise the explainer with human-provided 
explanations, thus encouraging the model to rely on desired human-like 
reasoning mechanisms instead of spurious cues


▸ (d) Certain self-explanatory models (see §2.6.3 for examples) are faithful 
by construction (we should be extra cautious about this claim, though)
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Self-explanatory models



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

▸ Disadvantages


▸ (a) Still, many self-explanatory models cannot guarantee Faithfulness 
(see examples in §2.6.4) 


▸ (b) Interpretability can come at the cost of task performance (Camburu 
et al. 2018; Subramanian et al. 2020; inter alia)


▸ (c) Large-scale human supervision on explanations can be costly and 
noisy (Dalvi et al. 2021)


▸ (d) Hard to automatically evaluate the quality of model-generated 
explanations given the reference human explanations
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Self-explanatory models



PRIOR ATTEMPTS AT FAITHFUL EXPLANATION

Five Categories

▸ Similarity methods


▸ Analysis of model-internal structures


▸ Backpropagation-based methods


▸ Counterfactual intervention


▸ Self-explanatory models
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DISCUSSION

Virtues

90

A. Explainability research is conducive to bridging the gap between 
competence and performance in language models. 
 

B. There has been increasing awareness of Faithfulness and other principles 
of explanation methods.


C. Usually, the form of explanation (importance scores, visualization, natural 
language, or causal graphs) is intuitive to understand, even for lay people.


D. There are a plethora of model-agnostic explanation methods, especially 
faor classification tasks. 


E. Many studies draw insights from work in vision and develop adaptable 
methods in language.


F. Numerous toolkits have been developed to help users apply explanation 
methods to their own models.7 

(unconscious) knowledge 
of a language

actual use  
of the knowledge

≠

7 See §2.3, 2.4, and 2.5 for more details.



DISCUSSION

Challenges and Future Work

91

A. Many methods still lack objective quality evaluation, especially in terms of 
Faithfulness. (§1.2.4) 
→ We need a universal evaluation framework, which is fundamental to measuring the 
progress of any research in thais area. 

B. Most methods provide explanations in terms of surface-level features, e.g., pixels in 
vision and tokens in language. (§2.4) 
→ Future work should explore how to capture the contribution of higher-level 
features in a task, including linguistic (case, gender, part-of-speech, semantic role, 
syntax dependency, ...), and extra-linguistic (commonsense and world knowledge, ...) 
ones. 

C. Most methods only capture importance scores of individual features to the 
prediction. (§2.3, 2.4) 
→  Future work can focus on more flexible forms of explanation, e.g., feature 
interactions or causal graphs.
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D. Existing work mostly focuses on limited task formats, e.g., classification. 
→  Future work can study alternative task formats such as language generation 
and structured prediction, or even better, develop generalizable methods across 
tasks.

Challenges and Future Work

E. It is not always obvious whether insights from explanations are actionable. How 
should the user go about fixing a discovered problem (through the data, model 
architecture, training procedure, hyper- parameters, …)? How should they 
communicate with the model? 
→  Interactive explanations will be a fruitful area for future study. 

F. There has been a tension between model performance and interpretability, 
especially evident in self-explanatory models. 
→ It will be helpful to have a theoretical understanding of whether the tension is 
intrinsic or avoidable.



CONCLUSION
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94

A. This survey provides an extensive tour of recent advances in NLP explainability, 
through the lens of Faithfulness. 


B. We first discuss the notion of Faithfulness — despite being a fundamental principle 
of model explanation methods, Faithfulness does not have a well-established 
definition or evaluation framework. 


C. We present a critical review of five categories of existing model explanation 
methods: similarity methods, analysis of model-internal structures, 
backpropagation-based methods, counterfactual intervention, and self-explanatory 
models.


D. We summarize all methods by discussing their common virtues and challenges 
and outline future research directions. 


E. We hope that this survey provides an overview of the area for researchers 
interested in interpretability, as well as developers aiming at better 
understanding their own models. 

Conclusion



THANKS  
FOR LISTENING! 

QUESTIONS?
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